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Introduction to Informatics
Lecture 2: The Nature of Information




Readings until now

m - ecture notes

E ?sted online @
ttD //informatics.indiana.edu/rocha/i101

s The Nature of Information

» @ /nfoportand web
« What are blogs?

» The Library of Babel by Jorge Luis Borges
= http://jubal.westnet.com/hyperdiscordia/library of babel.html

= From course package

= Von Baeyer, H.C. [2004]. _fnformat/@n The New
Language of Science. Harvard Unlver5|ty Press.
« Chapters 1, 4 (pages 1-12)|/ :




Assignment Situation

= Past
??? F . Lab 1: Blggs.
| = Due this Friday, January 19
s Next

= Lab 2: Basic HTML

= Thursday and Friday, January 18 and 19
= Due Friday, January 26

= Assignments
« Individual

s First installment
=« End of January
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Information is a Relation!

s he central structure of information
IS a rélation

= among signs, objects or things, and
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Sign agents capable of understanding (or
decoding) the signs.

s Agents are informed by a Sign
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Sign System + Context = Semiotics

= A complete understanding
of Information requires

= Sign System + Context
11 = An Agentis informed by a
Il Sign about some 7Aing in
i @ certain Context
141w Semiotics
j » Syntax, Semantics, and
Pragmatics

'tn Misatra, words g anly & design on e canvas of mofon.
Thealee is # nexus of symbole, many of fhem wguel, end
drapmetiy emture canngt fnd an aedenes wnl] thase syebale
are embecied in apprapriale stage imageny. Yeey imporiant
FER, i oy Wi, iR @ SOCME Vil Biok el aoligre.”




Semiotics and Informatics

= Semantics
= the content or meaning of the Sign of a Thing for
an Agent

= Relations between signs and objects for an agent
= the study of meaning.

1'm Syntax <«4=—Information Technology
= the characteristics of signs and symbols devoid of
meaning
= Relations among signs such as their rules of
operation, production, storage, and manipulation.

= Pragmatics

= the context of signs and repercussions of sign-
systems in an environment
= it studies how context influences the interpretation

of signs and how well a signs-system represents
some aspect of the environment . .,
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(Peirce’s) Typology of Signs

" a Icons are direct representations of objects.
i = Similar to the thing they represent.
‘m % = Pictorial road signs, scale models, computer icons.

E: F F F r.;:A footprint on the sand is an icon of a foot.




(Peirce’s) Typology of Signs

w Indices are indirect representations of objects, but
necessarlly related.

& Smoke is an index of fire, the bell is an index of the
% 5 F ;dﬂmg stroke
'

I« a footprint is an index of a person.




(Peirce’s) Typology of Signs

s Symbols are arbitrary representations of objects
= Require exclusively a social convention to be understood

"¢ .« Convention establishes a code, agreed by a group of agents, for
g uftderstanding (decoding) the information contained in symbols

E

ﬁ 5 f « Smoke is an index of fire, but if we agree on an appropriate code
(e.g. Morse code) we can use smoke signals to communicate
symbolically.




(Pe|rce 's) Typology of Signs

“leons are direct representations of objects.
= Similar to the thing they represent.
“* m“m Pictorial road signs, scale models, computer icons.

B

r % -P’Aa‘ootprlnt on the sand is an icon of a foot.

/ces are indirect representations of objects, but
necessarily related.

= Smoke is an index of fire, the bell is an index of the tolling stroke
= a footprint is an index of a person.

= Symbols are arbitrary representations of objects

= Require exclusively a social convention to be understood

= Convention establishes a code, agreed by a group of agents, for
understanding (decoding) the information contained in symbols.

= Smoke is an index of fire, but if we agree ai-an-appropriate code (e.g.
Morse code) we can use smoke S|gnals to éommUnlcate symbolically.
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Signs may be hybrid

" = Iconic, symbolic and indexical elements

| » Road signs L A
Ml . purely Symbolic 30 '

BB B -~
E 5 b f ': » = Symbolic + Iconic
= Symbolic + Indexical + Iconic
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Mick Underwood: e
http://www.cultsock.ndirect.co. uk/MUHome/cshtml/semlomean/sem|01 html




Hybrid Signs

= Iconic, symbolic and indexical elements

= Alphabets
BB .o e
e !; . F
Egyptian ¢ I @ & A
logograms signify e PE - s e
morphemes ‘head"  ‘heuse’ ‘'sur,‘day’ ‘duck’ ‘'towalk’

Maya N BMBLBEM GLYPHS - GENERAL FORM

These glyphs most often included ™ divine™ m

as aprefix and " lord” as a supeifid, and
followed arulers name. This ¢an be trans lated
as " Lord [name], Divine Lord of [place name]
As you can see from the examples below,
howeyer, there was considerable yariation.
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More Egyptian Glyphs

. biconsenantal triconzonantal
f ) Phonograms &, R b ‘?”mﬁs & rwd

CJ
Determinatives
(no phonetic § Homan @
value: clarify § god, king (V] desert, foreign ™=  wood, tree
meaning) ®
il
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Mayan Glyphs

COLORS AND DIRECTIONS

Vowels

http://www.halfmoon.org/
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Play on Signs and Reference

" When is an object a sign or a thing?

X2

LCeci nest pas une fune.

Personal Semantics
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Symbol Manipulation

Y- + = Symbols can be manipulated
o W|thout reference to content
(syntactically).

e = due to the arbitrary nature of
ﬁ’?- 5 ﬁjf‘r’ convention

= Allows computers to operate,

= All signs rely on a certain amount
of convention, as all signs have a
pragmatic (soual) dimension, but
symbols are the only signs which
require exclusively a social
convention, or code, to be
understood.
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Manipulating Symbols

DEAL EALD ALDE LDEA
| = 4x3x2x]1 =
DELA EADL ALED LDAE 4 AX3x2x1 = 24

“2po ©  DLEA ELDA ADEL LEDA permutations

DLAE ELAD ADLE [EAD
DAEL EDLA AELD [ADE
DALE EDAL AEDL LAED

eSymbols Manipulated without recourse to meaning
eSome have meaning (in some language)

eThe code between symbols and meaning is arbitrary

*Example: cut-up method for generating.poetry pioneered by
Brion Gysin and William Burroughs and often used by artists
such as David Bowie, or use of‘samples -
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~ Information Theory

' artlcle published in 1948 by Claude
Shannon
BE % _mathematical theory of
| i ¢ dommunication”

o Developed to deal with the efficiency
of information transmission in
electronic channels

s Key concept: /nformation guantity
that can be measured
unequivocally (objectively).
= Does not deal at all with the
subjective aspects of information . .,
= Semantics and pragmatics. g

» Information is defined as a quantity” that
depends on symbol manipulation‘alone -




What's an information quantity?

& How to quantify a relation?
= Information is a relation between an agent, a sign and
,a_thlng, rather than simply a thing

i 5 E The most palpable element in the information relation
is the sign

= More palpable still is the system of conventional signs we call
symbols

= But which symbols do we use to quantify the
information contained in messages?

» Several symbol systems can be used to convey the
Same message
= We must agree on the same symb@i system for all messages!

Machine #% gg
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Communication basics

= Both sender and receiver must use the same code, or
B Cfnventlon to encode and decode symbols from and to
messages.
e '+ We need to fix the /anguage used for communication
5& 5 .FSet of symbols allowed (an alphabet)
e B ¥ "the rules to manipulate symbols (syrntax)
» the meaning of the symbols (semantics).

= A language specifies the universe of all possible messages
= Set of all possible symbol strings of a given size.

s Shannon Information is then defined as “a measure of the
freedom from choice with which a message is selected from
the set of all possible messages”
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DEAL EALD ALDE LDEA
DELA EADL ALED LpaE  DEAL s 1 out-of:4!
DLEA ELDA ADEL LEDA = 4x3x2x1 = 24
DIAE ELAD ADLE LEAD  chojces.
DAEL EDLA AELD LADE |

P “ : .,‘;_
DALE EDAL AEDL LAED . S2F1s M Rotha 40d Santiago, Schitell




Information Quantity

_=_information is defined as the act of selecting a
- specific message (a string of symbols) from the
set of all possible messages (in some language).

~_ = Information content of a message

i ﬁ ﬁ\ﬁamber of operations needed to select that message
from the set of all possible messages

» Selection process depends on the /lkelihood of
occurrence of symbols.

= depends on the number of choices that exist when we encode
a message of a given size.

o Depends on symbols not at all on meaning!

= information” and “anerthingly” written in the Roman alphabet
with 26 symbols are one of 261! (=3,670,344,486,987,776 =
3.7x10%°) possible words of size 11. Both have the same
information content! G

= In the phonetic language of 40 symbols there are 100 times
more alternatives! | |

as Info melf=n.




Next Classes!

T W . Topics
= Digital vs. Analog

~What is Technology?
" = What is Information Technology?
» Examples of important IT

= Readings for Next week

» Lecture notes Posted online @
http://informatics.indiana.edu/rocha/i101
= /echnology
s @ /nfoport
» From course package

= From Andy Clark’s book ' Naz‘ura/—Bom Cyborgs'
= Chapter 2: "Technologles to Bend thh" (pages 19 - 44)

s Lab
= Basic HTML




